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Abstract—In recent years statistical model checking (SMC) became increasingly popular, mainly because it does not suffer from one of the major problems that limits traditional model checking, the so called state-space-explosion problem. SMC solves this problem by simulating a stochastic model for finitely many executions. There exist a number of SMC tools, but they require the user to learn a specific modelling language and a particular (temporal) logic to express properties. In this paper we propose a more flexible application of SMC, where both the model and the properties can be defined in a programming language. The technique builds upon the well-known property-based testing approach. We use the programming language C# and its associated tool FsCheck to demonstrate our approach. A stochastic counter serves as illustrating example.

1. Introduction

Statistical model checking (SMC) is an efficient method to test certain properties of stochastic models. These properties are usually defined in temporal logics, like linear temporal logic (LTL). SMC can be used to answer both qualitative and quantitative questions about these properties by analysing executions of a stochastic model to measure how often the properties are satisfied. A number of tools exist that perform SMC for different kinds of models. For example, UPPAAL-SMC checks priced timed automata [5] or PLASMA-lab supports a number of different modelling languages, like the Reactive Module Language or Matlab Simulink [4]. However, the existing SMC tools are not as flexible as some situations or users may require. They are limited by the modelling language and the properties are limited by the used logics. Therefore, we propose a new SMC approach that builds on property-based testing (PBT).

PBT is a testing technique that tries to falsify a given property by generating random input data and checking the expected behaviour [6]. PBT is very flexible in the sense that properties can range from simple algebraic equations to complex state machine models.

For our SMC approach we introduce new SMC properties that take classical PBT properties as input and check them with an SMC algorithm. Our SMC properties can be applied to both, algebraic and state machine properties, that can generate command sequences and compare a system-under-test (SUT) to a model.

Our approach supports conventional testing of an SUT with stochastic failures and classical SMC by simulating stochastic models. Conventional testing is realised by utilising state machine properties and comparing faulty systems with a correct model repeatedly by executing these state machine properties within our SMC properties. Classical SMC can be done by utilizing the model as observer automaton and simulating the stochastic model as SUT.

PBT provides the tester with generators that enable the generation of test data with certain probability distributions. For example, it is possible to choose between multiple transitions by assigning weights to each of them, or like in UPPAAL-SMC, one may apply a distribution to define the dwell time in certain states. The default behaviour for checking PBT state machines is to do random walks through the model by generating (input) command sequences. The generation of these sequences can be controlled with generators. SMC needs a discrete-event simulation, which can be realised via the random walks in PBT. Hence, PBT has a number of features that are helpful to implement a statistical model checker. For the demonstration of our approach we use the PBT tool FsCheck [1] and C# as programming language.

Related Work and Contribution. SMC was applied in several case studies and a number of tools exist that implement a variety of SMC algorithms. Simple algorithms like Monte Carlo simulation, are already supported by existing PBT tools. For example, with ScalaCheck [16] the required number of samples can be specified and it can report the number of failing samples. This enables a Monte Carlo simulation. In contrast, the focus of our approach is on hypothesis testing, but for demonstration we also show a Monte Carlo method, because it is a common SMC algorithm.

UPPAAL-SMC is a tool for checking real-time properties [5]. It supports SMC for priced timed automata, which can have weights on transitions and probability distributions for the dwell time in states. It supports hypothesis testing, and probability comparison and estimation by applying Wald’s sequential probability ratio test (SPRT) [21] and the Chernoff-Hoeffding bound [9].

The probabilistic model checker PRISM was also extended with SMC functionality [13]. Similar to UPPAAL-SMC it supports priced timed automata, but also discrete- and continuous-time Markov chains, Markov decision processes and probabilistic automata. It is also able to perform the same algorithms as UPPAAL-SMC, i.e. the SPRT and the Chernoff-Hoeffding bound.

VESTA is another SMC tool that supports hypothesis testing of properties in probabilistic computation tree logic (PCTL) and continuous stochastic logic (CSL) [19]. VESTA
uses a language, which is related to PRISM, in order to specify discrete-time and continuous time Markov chains. Furthermore, the tool includes an interface to describe models in probabilistic rewrite theories with the algebraic specification language PMAUDE. AiTurki and Meseguer [2] presented an extension of VESTA called PVesta. This extension includes parallel algorithms for SMC and client-server support for VESTA.

Another statistical model checker called Ymer was presented by Younes [22]. It is similar to PVesta and supports properties in PCTL and CSL and uses the SPRT. For modelling it uses an extension of the PRISM language, which allows the definition of time-homogeneous generalised semi-Markov processes.

The most similar to our work is from Jegourel et al. [11] and Boyer et al. [4]. First, they developed the SMC platform PLASMA, which was later replaced by the PLASMA-lab library. The library can perform SMC for multiple modelling languages. For example, it supports the PRISM language and biological languages, it has plugins for Matlab, SystemC and further plugins can be implemented for other modelling languages. This is a nice feature, because it allows the creation of a custom statistical model checker. However, in order to write a plugin for PLASMA-lab, a user has to be familiar with the architecture of the library. The library uses bounded linear temporal logic (BLTL) for the definition of properties and as SMC algorithms it supports simple Monte Carlo, Monte Carlo with Chernoff-Hoeffding bound and SPRT. Furthermore, Legay et al. [15] presented an algorithm for change detection called cumulative sum, which was also added to the library.

Existing SMC tools often have a rather restricted modelling language. In order to reduce the effort in modelling and specification an additional layer of abstraction, i.e. "syntactic sugar", can be added. For example, David et al. presented a simulation method for biological systems for UPPAAL-SMC by translating these systems to timed automata [7]. Another approach that enables a high-level specification of Systems of Systems was presented by Arnold et al. [3]. They show how a contract language can be used to define properties, which they translate to BLTL formulas for PLASMA-lab. In contrast, we do not introduce a new language for the model or property definition and hence do not need translators. With C# we utilize an existing high level programming language that is familiar to many developers in the industry. We show that the models and the properties to be checked can be easily defined in an object-oriented programming language. No new notation or (temporal) logic needs to be learned.

Another advantage are the powerful generators, which are the major ingredients of PBT. These generators can be freely combined and are especially useful for applications, which require a large amount of complex input data, like information systems. Additionally, they support the generation of data with certain probability distributions, which is useful for stochastic models.

To the best of our knowledge we could not find any work that combines SMC and PBT except that the PBT tools can report the number of passed and failed test-cases which can be seen as a Monte Carlo simulation. Consequently, the contributions of this paper are the following. The main contribution is a new SMC approach that uses the modelling notations from PBT and checks PBT properties instead of logical formulas that are used in conventional SMC approaches. It can also be seen as a novel extension of PBT with SMC functionality providing testers who are already familiar with a PBT tool the option to analyse the stochastic properties of their SUT. Our approach allows the assessment of stochastic failures of an SUT by a comparison with an ideal model. Moreover, it supports classical SMC by performing simulations with state machine properties and evaluating temporal properties as observer automata.

Structure. First, Section 2 will explain the basics of SMC, PBT and FsCheck. Next, in Section 3 we demonstrate how SMC methods can be applied to a small example of a stochastic counter with faulty behaviour. Then, in Section 4 we present details about the implementation of our approach. Finally, we draw our conclusions in Section 5.

2. Background

2.1. Statistical Model Checking

SMC is a testing method that evaluates certain properties of a stochastic model. These properties are usually defined with (temporal) logics, like BLTL, and they can answer both quantitative and qualitative questions. For example questions, like what is the probability that the model satisfies a property or is the probability that the model satisfies a property greater than or below a certain threshold? In order to answer these kinds of questions, a statistical model checker produces samples in the form of random walks on the stochastic model and checks whether the property holds for these samples. Various SMC algorithms are applied in order to compute the total number of samples needed to find an answer for a specific question or to compute a stopping criterion. This criterion determines when we can stop sampling because we have found an answer with a required certainty [14].

We show two algorithms in order to illustrate our approach for both quantitative and qualitative questions:

Simple Monte Carlo Simulation. This is the simplest SMC algorithm. It answers quantitative questions and works as follows. First, a fixed sample number and a property is specified by the user. Then, the statistical model checker simply generates the specified number of samples and counts for how many of them the property holds. Finally, the number of samples that fulfill the property divided by the total number of samples is used to estimate the probability that the model satisfies the property [4].

Sequential Probability Ratio Test (SPRT). This sequential method [21] is a form of hypothesis testing, which can be used to answer qualitative questions. Given a random variable $X$ with a probability density function $f(x, \theta)$, we want to decide, whether a null hypothesis $H_0: \theta = \theta_0$ or an alternative hypothesis $H_1: \theta = \theta_1$ is true for desired type I and type II errors ($\alpha$ and $\beta$).

To the best of our knowledge we could not find any work that combines SMC and PBT except that the PBT tools can report the number of passed and failed test-cases which can be seen as a Monte Carlo simulation. Consequently, the contributions of this paper are the following. The main contribution is a new SMC approach that uses the modelling notations from PBT and checks PBT properties instead of logical formulas that are used in conventional SMC approaches. It can also be seen as a novel extension of PBT with SMC functionality providing testers who are already familiar with a PBT tool the option to analyse the stochastic properties of their SUT. Our approach allows the assessment of stochastic failures of an SUT by a comparison with an ideal model. Moreover, it supports classical SMC by performing simulations with state machine properties and evaluating temporal properties as observer automata.

Structure. First, Section 2 will explain the basics of SMC, PBT and FsCheck. Next, in Section 3 we demonstrate how SMC methods can be applied to a small example of a stochastic counter with faulty behaviour. Then, in Section 4 we present details about the implementation of our approach. Finally, we draw our conclusions in Section 5.
In order to make the decision, we start sampling and calculate the log likelihood ratio after each observation of $x_i$:

$$\log \Lambda_m = \log \frac{p_m^1}{p_0} = \log \frac{\prod_{i=1}^{m} f(x_i, \theta_1)}{\prod_{i=1}^{m} f(x_i, \theta_0)} = \sum_{i=1}^{m} \log \frac{f(x_i, \theta_1)}{f(x_i, \theta_0)}$$

We continue sampling as long as $\log \Lambda_m > \log \frac{1 - \alpha}{\alpha}$. $H_1$ is accepted when $\log \Lambda_m \leq \log \frac{1 - \alpha}{\alpha}$ and $H_0$ when $\log \Lambda_m \geq \log \frac{1 - \alpha}{\alpha}$.

2.2. Property-Based Testing

Property-based testing (PBT) is a random testing technique that evaluates a function or a system by checking a given property. A property is a high-level specification of behaviour that should hold for a range of data points. For example, a property might state that a function should have a certain expected behaviour. When the function runs through as expected, then the property passed, otherwise a counterexample is returned. Simple properties can be expressed as predicates, i.e., functions with Boolean return values that should be true when the property is fulfilled. These functions should work for any input values, hence a high number of random inputs are generated for the parameters. Another important aspect of PBT is shrinking, which is used to find a similar simpler counterexample, when a property fails. In order to shrink a counterexample, a PBT tool searches for smaller failing counterexamples. The search method can be specified individually for different data types [17], [18], [10]. A simple example of an algebraic property is that the reverse of a list must be equal to the original list:

$$\forall x \in \text{Lists}[T] : \text{reverse}(\text{reverse}(x)) = x$$

A PBT tool will generate a series of random lists $x$, execute the reverse function and evaluate the property.

PBT can also be applied to models in the form of extended finite state machines (EFSMs) [12]. An EFSM can formally be described as a 6-tuple $(S, s_0, V, I, O, T)$. $S$ is a finite set of states, $s_0 \in S$ is an initial state, $V$ is a finite set of variables, $I$ is a finite set of inputs, $O$ is a finite set of outputs, $T$ is a finite set of transitions, $t \in T$ can be described as a 5-tuple $(s_i, i, g, op, s_t)$, $s_i$ is the source state, $i$ is an input, $g$ is a guard, $op$ is a sequence of output and assignment operations, $s_t$ is the target state [12].

In order to use such an EFSM for PBT the permitted transition sequences have to be defined with preconditions and also the effect of each transition has to be defined with postconditions. Pre-, postconditions and the execution semantics of transitions are encapsulated in so-called commands $\text{Cmds}$. A property of an EFSM is that for each permitted path in the model, the postcondition of each transition, respectively command of the path must hold. In order to check this property a PBT tool produces random transition sequences and checks the postconditions after each transition. Given two functions to execute the model and the actual SUT

$$\text{cmd.runModel}, \text{cmd.runActual} : S \times I \rightarrow S \times O$$

a property of an EFSM can be specified via a pre- and a postcondition as follows:

$$\forall \text{s} \in S, i \in I, \text{cmd} \in \text{Cmds} :$$

$$\text{cmd.pre}(i, s) \implies \text{cmd.post(}\text{cmd.runActual}(i, s),$$
$$\text{cmd.runModel}(i, s))$$

The Boolean function $\text{cmd.pre}$ is the precondition. It defines the valid inputs and states of a command. The post condition $\text{cmd.post}$ relates the new states and the outputs of the SUT and the model after the execution of the command.

PBT constitutes a flexible and scalable model-based testing technique, because it is random testing and it has been shown that it generates a large number of tests in reasonable time [20]. The first PBT tool was QuickCheck [6] for Haskell. Since then, it has been ported to many other programming languages, e.g., ScalaCheck [16] and Hypothesis\footnote{https://pypi.python.org/pypi/hypothesis} for Python. Our approach is shown for FsCheck.

2.3. FsCheck

FsCheck is a PBT tool for .NET based on QuickCheck and influenced by ScalaCheck. Like ScalaCheck it extends the basic QuickCheck functionality with support for state-based models. With FsCheck, properties can be defined both in a functional programming style with F# and in an object-oriented style with C#. Similar to QuickCheck it has default generators for basic data types and more complex ones can be defined via composition. Furthermore, FsCheck has extensions for unit testing, which support a convenient definition and execution of properties like for normal unit tests. We have successfully applied FsCheck for the automated testing of web services in industry [1].

FsCheck can evaluate if an SUT conforms to a model by generating command sequences and comparing the state of the SUT with the expected state of the model. In order to perform such an evaluation, FsCheck needs a state machine specification that it converts into a state machine property. This property is able to perform the generation of command sequences and the comparison of the SUT with the model for its definition we need to implement an interface comprising a model, an SUT, an initial state, a command generator, and classes for the commands. More details about these specifications were shown in our previous work [1].

3. Example

In this section we demonstrate our approach with an example of a counter, which is commonly used in the PBT community to demonstrate model-based testing. Figure 1 shows the state machine of our counter implementation. It can be seen that we added stochastic faulty behaviour to the increment function ($\text{Inc}$) of the counter. This behaviour was achieved by adding a probabilistic choice: the function can either do a normal increment (99%) or do nothing (1%). The decrement function ($\text{Dec}$) works as usual.
we consider a sample length of two commands. 

which is a pseudo-random number generator from the .NET state machine property of FsCheck can be evaluated within happens in the state machine specification of FsCheck. A property was that the property holds in 98.7% of the cases when 

the null hypothesis \( H_0 \) with probability 0.01 and value 1 with probability 0.99. 

The main property we wanted to check for this example is how likely is it that the stochastic counter behaves like a normal counter. In order to check such properties we implemented new properties that are based on the properties from PBT with the difference that they perform an SMC algorithm instead of the normal property checks. Our new SMC properties take a normal PBT property and parameters for an SMC algorithm as input and apply the algorithm on the input property. More details about the implementation of these properties are discussed in Section 4. The following listing shows an example property for Monte Carlo simulation:

```
Property p = new CounterMachine().ToProperty();
new MonteCarloProperty(p, config, 1000).QuickCheck();
```

It can be seen that we first define an FsCheck state machine property and after that we check it by performing a simple Monte Carlo simulation with 1000 runs. This is done by defining a MonteCarloProperty that takes the state machine property and configuration parameters as input and executing the QuickCheck method. The output of our MonteCarloProperty was that the property holds in 98.7% of the cases when we consider a sample length of two commands.

Another example property for the SPRT is shown here:

```
new SPRTProperty(p, config, 0.95, 0.9, 0.01, 0.01)
```

Four arguments are needed for the SPRT method: the probability for the null hypothesis \( H_0 \), the probability for the alternative hypothesis \( H_1 \) and the type I and type II error parameters. The example shows an SPRTProperty, which can check if the probability that the stochastic counter works like a normal counter is closer to 0.95 or 0.9. When we check this property for samples of length 10, we obtain the result that the null hypothesis \( H_0 \) (closer to 0.95) was accepted.

The concrete testing of properties that we want to check happens in the state machine specification of FsCheck. A state machine property of FsCheck can be evaluated within our SMC properties. We use our stochastic counter as SUT and a regular counter as model and check if we can find a difference for a generated command sequence, which represents a sample. This approach is useful if an SUT has failures that occur irregularly. With our introduced properties it is possible to compute the probability of certain failures. Moreover, they enable the assessment of hypotheses, like if a certain type of error is more likely than another. This approach might also be suitable for reliability and performance testing, because the required criteria can be easily specified in the model and checked when the SUT is executed. For example, web applications, where performance (response time) is an important issue when the number of users increases, might provide an interesting case study for future work. This setup of checking a stochastic SUT against a specification EFSM could also be used for classical SMC: the temporal properties would be expressed as observer-automata specifications that are checked against the stochastic models interpreted as SUT.

Figure 2 shows the results of the evaluation of the counter example. We performed a Monte Carlo simulation with 100,000 samples for each data point in order to compute the probability that the stochastic counter behaves like a normal counter. It can be seen that the probability decreases with increasing sample length. This behaviour met our expectations because with a larger sample length, respectively longer random walks on the model, it is more likely that we observe a faulty increment that fails incrementing.

### 4. Implementation

In this section we illustrate how we implemented our SMC approach by introducing our own new SMC properties that are based on PBT properties. Furthermore, we want to highlight the advantages, like flexibility and user convenience.

We propose new properties for each SMC algorithm. The difference to normal PBT properties is that they perform an SMC algorithm instead of a normal test that only checks if a property holds or fails. We want to know the probability that the property holds, or we want to assess if the probability is closer to a null hypothesis or an alternative hypothesis. Our new SMC properties take a normal PBT property, a configuration object for the check of the PBT property and parameters for an SMC algorithm as constructor arguments. They provide a function QuickCheck that performs the SMC algorithm by simulating the input PBT property, which is used to generate samples and also to check them. The SMC

Listing 1. Stochastic counter implementation for FsCheck.

```java
public class Counter {
    private int n; // System.Random random;
    public Counter(System.Random r) {
        this.random = r;
    }
    public void Inc() {
        n += random.Next(100) > 0 ? 1 : 0;
    }
    public void Dec() {
        n--; }
    public int Get() { return n; }
}
```

Figure 1. Stochastic model example of a counter from the PBT community.

Figure 2. Simulation results for the property: how likely is it that the stochastic counter behaves like a normal counter?
properties for the different SMC algorithms have the same structure, but require different parameters for the algorithms and have different stopping criteria for the simulation.

Listing 2 shows the MonteCarloProperty class, which can perform a simple Monte Carlo simulation. It can be seen that the constructor takes a property, a configuration object for checking the property and the total sample number for the simulation (Line 4). The QuickCheck function (Line 7) performs the actual simulation. First, we initialise a counter for the number of passing samples. Then, we run a for-loop that creates samples with the specified sample number. A sample is generated by applying the Check.One method (Line 8). Inside the for-loop, we calculate the log-likelihood ratio and sum it up with the previous ratios (Lines 17–18). We stop when the sum is outside the thresholds. Depending on which threshold was met, either $H_0$ or $H_1$ is accepted.

The architecture of our introduced SMC properties makes it easy to check all kinds of PBT properties. Although our main focus is on stochastic models and state machine properties, it is also possible to check the stochastic behaviour of other kinds of properties. For example, one might want to check properties of a stochastic function or a call to an operation with stochastic failures. Our introduced properties can easily be implemented in other PBT tools. As already explained in Section 2.2, there exist various PBT tools for different programming languages. It is not much effort to implement our approach for other tools since the structure is simple and works for other languages as well.

The definition of our stochastic models and properties in a high level programming language provides some benefits like flexibility. For example, the models can be easily extended to include observer functionality like counting certain incidents. Counters can then be evaluated within
the FsCheck specification in order to decide if a sample fails. We looked at existing SMC approaches and noticed that they are quite limited in some areas. For example, when one wants to check models with different numbers of instances or when instances should be created dynamically. In a high-level programming language it is quite easy to create a fixed number of instances via a loop or even dynamically add instances during the execution of a model. Furthermore, we noticed that often very long formulas are required for the properties within the models of existing SMC approaches, because the used notations often do not support loop functionality.

It should be mentioned that we used a new experimental version of the FsCheck state machine specification. This version supports the generation of fixed length samples and stop commands that enable a termination during the command generation. These two features are important for our implementation, because we have to ensure that our generated samples are long enough and also that we can stop, when we know the outcome of a sample.

5. Conclusion

We have demonstrated that statistical model checking can be quite easily integrated into a property-based testing framework. We have implemented two commonly used SMC algorithms in the form of SMC properties and illustrated our approach by applying it to a stochastic counter implementation. Furthermore, we highlight some benefits of our approach in the modelling style. The elegance of our integration is due to the fact that our new SMC properties take a classical property to be checked as input parameter. This results in a very flexible SMC approach where, e.g., state-machine properties as well as algebraic properties can be checked. This integration method enables the evaluation of faulty implementations with stochastic failures, by comparing them to a correct implementation, as well as the evaluation of stochastic models with observer automata. For load- and performance testing such an analysis is also a promising option to check if certain non-functional requirements are met by an SUT.

The fact that SMC algorithms can be represented as SMC properties inside a PBT framework should make statistical model checking accessible to test engineers already familiar with PBT. We are in the process of evaluating this technique by applying it typical case studies from the SMC literature.
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