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Abstract—We present a requirement-centered analysis and testing framework that integrates methods and tools for capturing and formalizing textual customer requirements, analyzing requirements consistency, generating test cases from formalized requirements and executing them on the implementation model. The framework preserves a fine grained traceability of informal and formal requirements, test cases and implementation models throughout every step of the workflow.

We instantiate the framework with concrete tools that we integrate via a file repository and Open Services for Lifecycle Collaboration (OSLC). The standardized integration ensures that the framework remains generic – any specific tool used in our instantiation can be replaced by another one with compatible functionality.

We apply our framework on an industrial airbag control chip case study that we use to illustrate step-by-step our requirements-driven analysis and test methodology.

Index Terms—Requirements engineering, test-case generation, requirement consistency, interoperability, traceability

I. INTRODUCTION

Requirements engineering constitutes the first step in the system development process. As a consequence, the formulation, documentation and management of system requirements has a decisive effect on the quality of the designed system. Failure to identify and document important aspects of the system and defining ambiguous or conflicting requirements can result in the development of poor or even incorrect designs. Requirements engineering develops methodologies based on systematic usage of techniques and tools that help the establishment of complete, consistent and relevant system requirements.

For safety-critical applications, correctness evidence for designed systems must be presented to the regulatory bodies (see for example the automotive standard ISO 26262 [ISO09]). It follows that verification techniques represent another key ingredient in the design of complex systems and must be used to provide evidence that the system meets its requirements. Roughly speaking, one can distinguish between static and dynamic verification methods.

Static verification usually refers to model checking, static analysis and theorem proving and aims at proving system correctness by analyzing the system description without its actual execution. Even though they are powerful, static verification techniques have their limitations. Despite tremendous improvements in the past decades, model checking still suffers from scalability problems, static analysis often returns many false positives resulting from excessive system over-approximations and theorem proving requires considerable expert user knowledge and manual effort.

In contrast, dynamic verification refers to techniques such as testing and monitoring, that require the effective execution, or at least simulation, of the system. Testing remains the most common practice in industry for gaining confidence in the design correctness. Due to the finite number of experiments, testing cannot prove the absence of errors in the system. However, it is a pragmatic and effective technique for catching bugs.

It follows that requirements engineering, static verification and testing all play a crucial role in the system design and its verification. The appropriate integration of the methods and tools coming from these complementary fields would greatly improve the quality of the design process. However, requirements engineering, static verification and testing are studied by different communities that insufficiently exchange their ideas and experiences. In addition to cultural differences between these communities, isolated development of methods and tools prevents their effective integration into a unified framework. The European ARTEMIS project MBAT[1] addresses this problem and aims at integrating different requirements engineering, analysis and testing tools into the so-called MBAT Reference Technology Platform (MBAT RTP).

Following the MBAT vision, we develop a novel requirements-driven analysis and testing framework. The framework, illustrated in Figure 1, unifies and integrates methods and tools from requirements engineering, model checking, and model-based testing. In our framework, the starting point is the document containing textual customer requirements. The role of the requirements document in our framework is twofold—it is used to derive both the implementation of the system and its formal abstract model (specification). These tasks are usually separated by two different teams. Requirement formalization tools are used to support the engineer in developing a formal model of the system from its informal requirements. The consistency checker tool, based on model checking techniques, is used to analyze whether the formal model admits at least one correct implementation. The failing result of this check indicates inconsistency in the requirements from which the formal model is derived. In that case, the requirements must be corrected and the process repeated. Alternatively, the inconsistency may also result from poor requirement formalization. In that case, it is the formal model that needs correction. The test-case generation tool creates a test suite from the consistent formal model. The test cases from the suite are executed on the system implementation via the test execution tool. All the artifacts created during the workflow, that is the (informal) textual requirements, formal models, test cases and implementation models, are handled by an integrated tool providing requirements management as well as an artifact repository.

We instantiate the framework with specific tools, shown in Figure 2. We structure the informal requirements into boilerplates with the support of the DODT tool from Infineon Austria [FMK+11], resulting in reduction of spelling mistakes, poor grammar and ambiguity. The resulting semiformal requirements are transformed into formal requirement interface models that specify the intended behavior of the system. The MoMuT:\texttt{REQs} tool [ALNT14] developed by Austrian Institute of Technology and Graz University of Technology is used to (1) check the consistency of the formalized requirements; and (2) automatically generate test cases from requirement interfaces. We use MathWorks Simulink [Ong98] to develop the system implementation model, which we derive directly from the textual customer requirements. The test cases generated by MoMuT:\texttt{REQs} are executed on the Simulink implementation model via a test adaptor developed by Infineon Austria. The artifacts created in this workflow, including textual requirements, formal test and implementation models and test cases are managed in the SystemCockpit tool developed by Dassault Systèmes [Das]. This requirements management tool facilitates tracing formalized requirements, implementation model elements and test cases to the original textual customer requirements.

The integration of MoMuT:\texttt{REQs} and SystemCockpit is done via the MBAT Interoperability Specification (IOS) and the Open Services for Lifecycle Collaboration (OSLC) [Ope]. OSLC is a standard for linking systems and software engineering tools via web services. The OSLC integration preserves the generic nature of our framework. In particular, it facilitates replacement of a specific tool used in the framework instantiation with another one with the compatible functionality, as long as both comply with the OSLC standards. For instance, the requirements management tool SystemCockpit could be replaced by DOORS [IBM] without additional effort. The integration of the other tools is currently done via a file repository within SystemCockpit, where the work products are already stored and linked as OSLC resources.

We evaluate our requirement-centered analysis and test framework on a real-life industrial airbag case study provided by Infineon Technologies. In addition, we use the case study to illustrate every step in the framework workflow.

Organization. The rest of the paper is structured as follows: in Section II we introduce the case study, which serves as an illustrative example throughout the paper. In Section III we present the stepwise formalization process, leading from textual customer requirements to formal models. In Section IV we provide technical details about the analysis phase of our workflow, i.e. the consistency check of the formal model. In Section V we describe the test case generation from formal requirements, followed by Section VI that illustrates how the tests are executed on the actual SIMULINK implementation. Then, in Section VII we describe how we store our work products in the requirements management tool, facilitating traceability and also illustrate our tool integration via OSLC. In Section VIII, we discuss some insights we gained during the case study. Finally, in Section IX we set ourself in context to related work and in Section X we conclude our work and provide an outlook for future work.

II. CASE STUDY DESCRIPTION

The case study of this paper revolves around an airbag control chip, which is the core component of a use case within the ARTEMIS project MBAT. The chip provides both the power electronics for actually deploying the airbag and the control logic interacting with the control CPU, supported by a so-called safing engine. The safing engine doubles checks the validity of the commands sent from the CPU and can block deployment if the situation does not have the characteristics of
a crash. This is obviously safety-critical, as both, deployment of the airbag without a crash and no deployment of the airbag in case of a crash, may lead to hazardous events.

To prevent any malfunction of the safing engine, the basic functionality of the airbag is controlled by an internal state machine, consisting of seven different states. The airbag can only be triggered within a certain state and while a combination of several input signals is applied. The initial state of the airbag system is the RESET state (1). Apart from the initial condition, this state can also be reached whenever the airbag is reset by an external signal. Within the RESET state all functionality of the chip is deactivated. As soon as the external reset signal is turned off, the chip traverses to the INITIAL state (2). While in this state, self-diagnostic functions are active which test the integrity of the basic hardware functions. If an error is detected, a reset is enforced leading to a transition to the RESET state. After receiving a certain sequence of commands from the controller CPU via the Serial Peripheral Interface Bus (SPI), the controller chip moves to the DIAGNOSTIC state (3). Within the DIAGNOSTIC state, several additional tests are executed. Detecting an error in this state leads the system to the SAFE state (4), whereas a successful diagnosis leads the system to NORMAL state (5). While the system is in the SAFE state, it may not react to any inputs or trigger any outputs, until the system has been reset by an external signal. In the NORMAL state, the system is fully functional. It is reacting to all inputs and if they match certain conditions, the airbag can be triggered. The TEST state (6) can be reached from the NORMAL state via certain SPI commands. In this state, different output signals can be triggered directly via SPI commands to test functionality. The last state is the DESTRUCTION state (7), which allows the manual deployment of the airbags at the end of life of the airbag system.

III. FROM TEXTUAL TO FORMAL REQUIREMENTS

This section covers the second step in our methodology: requirement formalization. The first step, storing the requirements from the Excel sheet into SystemCockpit is skipped due to simplicity. The formalization is implemented via the tools DODT and MoMuT::REQs. We now present a subset of the airbag system’s textual customer requirements, and then describe how these informal requirements are structured and finally formalized.

A. Textual Customer Requirements

The specification of the state machine consists of 39 textual requirements, that were provided by the customer. We illustrate our framework with three sample requirements from this specification.

R1: There shall be seven operating states for the safing engine: RESET state, INITIAL state, DIAGNOSTIC state, NORMAL state, TEST mode, SAFE state and DESTRUCTION state.

R2: The safing engine shall change per default from RESET state to INITIAL state when a reset signal is received.

R3: On a reset signal, the SE shall enter RESET state and stay as long as the signal is active.

B. Structuring Textual Requirements

We use the DODT tool to structure the informal requirements and semi-formalize them, in order to achieve a textual representation that relies on the same vocabulary and uses code words that provide additional semantics. This is done with a six step process that transforms natural language (NL) requirements into boilerplates (see Figure 3), that were developed within the ARTEMIS CESAR project [RW13]. Boilerplates allow the reduction of spelling mistakes, poor grammar or ambiguity. Additionally they help to capture the underlying system-related semantics.

In the first step the relevant sentences are selected, as NL requirements can consist of several requirements. Thereafter, the typographic errors are corrected by using the domain ontology concepts as a dictionary. The tool highlights variable names that only occur once, or are very close to other used names. In the above example, it highlights INITIAL state because it is called "INIT mode" in the rest of the requirements document and SE, that should be called safing engine. Now requirements
are transformed to find matching boilerplates. User-defined substitution rules are applied to replace expressions (like will or must) with synonymous fixed syntax elements (like shall). In the next step, the text between fixed syntax elements is assigned to boilerplate attributes and several adjacent attributes are split. Through these steps R1 to R3 were transformed into semi-formal requirements as depicted in Figure 4.

C. Formalizing Requirements

The semi-formal requirements are stored back to SystemCockpit and from there accessed by MoMuT::REQs, to be formalized in the requirement interfaces [ALNT14] modeling language. Requirement interfaces allow specification of open synchronous reactive systems that communicate over shared variables. The variables in requirement interfaces are partitioned into input, output and hidden variables. This variable partition enables modeling both the system behaviors and the interactions with its environment. A requirement interface consists of a set of contracts. A contract is a rule that defines an assumption about the external environment of the interface, and a guarantee that the system must satisfy if the assumption is met. In addition, every contract is associated to the set of customer requirements it was generated from. Note that we allow for an n:n relationship between customer requirements and formal contracts. Assumption and guarantee rules are expressed as relations between next (primed) and previous (unprimed) interface variables, and define the desired dynamic behavior of the system.

The 39 safing engine requirements from the case study were refined to 32 formal requirements. These formal requirements consist of 11 input variables, 5 output variables and 11 hidden state variables. We now illustrate the formalization of textual customer requirements R1, R2 and R3 into a requirement interface. The interface has a single Boolean input variable reset and a single output variable state. It consists of three contracts FR1, FR2 and FR3, that are associated to textual requirements R1, R2 and R3, respectively. The resulting contracts in the requirement interface are shown in Listing 1.

Listing 1. Requirement interface contracts formalizing the textual customer requirements R1-R3.

FR1: assume true
    guarantee state'=RESET or state'=INIT
    or state'='DIAG or state'=NORM
    or state'='TEST or state'=SAFE
    or state'='DESTR

FR2: assume state=RESET
    guarantee state'=INIT

FR3: assume reset'
    guarantee state'=INIT

Modeling with requirement interfaces encourages the multiple viewpoint compositional approach to the system specification. In this approach, each specific view of the system consisting of a subset of requirements is formalized by a separate requirement interface. Different views of the system are combined using the conjunction operation. Intuitively, a conjunction of two requirement interfaces is another requirement interface that subsumes all the behaviors of both interfaces. It follows that the overall system specification is given as the conjunction of requirement interfaces modeling its different views.

For the technical definition of requirement interfaces and the conjunction operation, we refer the reader to our technical report [ALNT14].

IV. CONSISTENCY CHECKING OF FORMAL REQUIREMENTS

Requirements validation is an important step in the requirements engineering process. It consists in studying potential conflicts in requirement documents and taking possible corrective actions. In this section, we describe the third step of our workflow, the automated consistency check on our requirements interfaces, realized by the MoMuT::REQs tool.

MoMuT::REQs takes as input a requirement interface and explores the state space of the model searching for a set of conflicting contracts. The tool implementation is based on bounded model checking [BCC+03] techniques and enables finding potential inconsistencies in the model up to a bound k pre-defined by the user. It expresses the bounded consistency check problem as an Satisfiability Modulo Theories (SMT) formula. This formula encodes the question whether for an arbitrary sequence of input variable valuations of size k, there exists a sequence of output and hidden variable valuations of the same size that satisfies all the contracts of the requirement interface. In the failing case an inconsistency is found. MoMuT::REQs uses the SMT solver Z3 [dMB08] from Microsoft to solve the above problem.

MoMuT::REQs enables both monolithic and incremental consistency checking. The monolithic approach takes as input the overall specification of the system as a single requirement interface and checks its consistency. This is a very expensive approach, as the complexity of the consistency check exponentially increases with the number of checked contracts. In contrast, the incremental algorithm exploits the
compositional structure of the formal system specifications in which different system views are expressed as separate requirement interfaces. Finding an inconsistency in a subset of system views implies that the entire system specification is inconsistent. The incremental algorithm enables much more efficient detection of conflicting requirements. Additionally, MoMuT::REQs supports the consistency check of subsets of the contracts within a requirements interface, allowing to use the incremental approach, even if the separation into different interfaces was not possible.

For the sake of scalability we therefore propose to incrementally check the consistency of various subsets of requirements, to identify and correct all inconsistencies that can be found in that way, and do the expensive monolithic check afterwards. Applied to the safing engine requirements during and after the formalization process, the incremental approach was able to detect two major inconsistencies (real contradictions) and several minor ones (under specifications or formalization faults).

When an inconsistency is detected, MoMuT::REQs identifies the minimal set of contracts that cause the inconsistency. The tool uses QuickXPlain, a standard conflict set detection algorithm [Jun04]. The minimal set of inconsistent contracts can be traced back to the associated textual customer requirements and the engineer can correct the conflicting requirements. Figure 5 depicts the MoMuT::REQs tool that displays the minimal set of conflicting contracts in a requirement interface.

The consistency checking algorithms for requirements and their properties are formalized and presented in details in our technical report [ALNT14]. We have applied the consistency check to the requirements formalized in Section III-C. The MoMuT::REQs tool found that the formal requirements are inconsistent with the minimal conflict set \{FR2, FR3\}. The minimal conflict set provides useful debugging information to the designer that enables easier identification of the source and causes of the conflict. A conflict can arise either from a poor specification of the textual customer requirements or from their incorrect formalization. In our example, the conflict is due to the following scenario. When the reset signal is triggered while the system is in the reset state, FR2 requires the system to be in the initial, while FR3 requires it to be in the reset state in the next step.

Listing 2. Repairing the inconsistency of FR2.

FR2.1: assume state=RESET and not reset’
guarantee state’=INIT

FR2.2: assume state = RESET
guarantee state’ = RESET or state’ = INIT

The conflict can be resolved in two ways, both illustrated in Listing 2. The first resolution consists in changing the textual customer requirement R2 and adapting accordingly its formalization. In fact, R2 is a potentially ambiguous requirement because it describes the correct system behavior when it is in the reset state but does not refer to the reset input signal at all. It makes sense that a reset signal is never triggered when the system is already in the reset state, hence we make this assumption explicit in R2 and in its formalization FR2.1. On the other hand FR2.2 corrects FR2 by making a more direct translation of the original textual customer requirement R2. In fact, R2 does not explicitly define the conditions required for making a transition from the reset to the initial state. We correct FR2 with FR2.1 by making this observation explicit – the update of the next state is chosen non-deterministically. In this scenario, the designer needs to ensure that there exists another requirement in the specification that defines more precisely when the state change is allowed to occur.

This example shows that choosing the right conflict resolution of inconsistent requirements may not be a straight-forward task. The corrections may involve changes in either textual customer requirements, formalized requirements or both. This process requires interactions between the verification engineers.

Fig. 4. Highlighting of variables and fixed syntax elements in DODT.

Fig. 5. MoMuT::REQs displaying the minimal inconsistent contract set.
and the supplier that provides the textual customer requirements in order to identify the exact causes of conflicts and to find a solution that satisfies the intended meaning of the specification. After repairing the inconsistency, the tool reports that all formalized requirements are consistent, as illustrated in Figure 6.

V. Generating Tests from Formal Requirements

In this section, we present the next step in our framework’s workflow - test case generation from formalized requirements. In addition to consistency checking, MoMuT::REQs also generates test cases from requirement interfaces. A test case is an experiment executed on the implementation model by a test adapter. We represent a test case generated from a requirement interface as a total sequential function that takes as input the adapter. We represent a test case generated from a requirement interface as a total sequential function that takes as input the history of previous input and output observations and returns either the next input value or a pass or fail verdict.

Listing 3. Two steps of a testcase leading to to the Init state.

<table>
<thead>
<tr>
<th>STEP 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>INPUT spi_command = NONE</td>
</tr>
<tr>
<td>INPUT overvoltage = false</td>
</tr>
<tr>
<td>OUTPUT safe1 = false</td>
</tr>
<tr>
<td>OUTPUT efo2 = false</td>
</tr>
<tr>
<td>HIDDEN operating_state = INIT</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>STEP 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>INPUT spi_command = NONE</td>
</tr>
<tr>
<td>INPUT overvoltage = false</td>
</tr>
<tr>
<td>OUTPUT safe1 = false</td>
</tr>
<tr>
<td>OUTPUT efo2 = false</td>
</tr>
<tr>
<td>HIDDEN operating_state = INIT</td>
</tr>
</tbody>
</table>

When generating a test case, MoMuT::REQs requires a test purpose in addition to the requirement interface. The test purpose is given in the form of a predicate that defines a set of target states that the implementation model is intended to reach during testing. Test case generation in MoMuT::REQs is based on bounded model checking techniques. Given a requirements interface, a test purpose and a predefined bound $k$, the tool first aims at finding a sequence of inputs that guides the system towards the state specified by the test purpose. This so-called reachability problem is encoded as a satisfiability problem, which is again solved using the Z3 SMT solver.

Similarly to the consistency checking, MoMuT::REQs implements both monolithic and incremental test-case generation algorithms, in which the latter exploits the compositional structure of the specification. In particular, the incremental algorithm enables generating a test case for a single view of the system. Once created, the test case can be extended to a test case for the overall system, by adding the constraints defined by the remaining requirement interfaces modeling other views of the system. The incremental test-case generation procedure is more efficient than its monolithic counterpart.

Test cases generated by MoMuT::REQs encode a sequence of input vectors and constraints relating input, output and hidden valuations that the system must satisfy and that are defined by the requirement interface. In the case of deterministic specifications without hidden variables, a test case has a simpler representation in the form of a sequence of input and output valuations. MoMuT::REQs test cases are not adaptive – the tool fixes the input vector and uses the requirement interface specification as a monitor that observes the outputs of the implementation model to decide whether its execution satisfies or violates the specification. Such a test case guarantees that for an arbitrary input vector, the resulting pass/fail verdict is correct. On the other hand, non-adaptive test cases cannot guarantee that the test purpose is always reached, due to the potential implementation freedom allowed by the output constraints in the specification.

Details on the test-case generation technique for requirement interfaces can be found in our technical report [ALNT14].

We generate test cases from the requirement interfaces that formalize textual customer requirements of the safing engine case study. The safing engine specification does not contain non-determinism in output or hidden variables. It follows that MoMuT::REQs generates test cases in the form of input/output sequences.

Listing 3 shows the test case that specifies the correct transition from the reset to the initial state, as defined by the specification. We simplify the presentation of the test case by projecting away variables that do not play a role in this scenario in order to simplify presentation.

VI. Executing Tests on the Implementation Model

For the airbag system case study, we realized the implementation, simulation and execution of our implementation model via MATLAB Simulink. The test cases generated in the previous section are executed on this model.

An extract of the Simulink model is illustrated in Figure 7. It shows the internal state machine of the safety engine. To execute the abstract test cases on the implementation model, a test adapter was implemented. It translates the abstract input labels, such as reset or spi_command, into the actual input signal implemented in the system. The outputs produced by the implementation model are then transformed back to the abstract test results, which can then be compared to the test oracle. The test adapter does not only translate from one syntax (e.g. test case output) to another one (e.g. target language). It also translates test driven test cases into time dependent test cases. This is done via the workflow depicted in Figure 8.

For the refinement of the abstract test cases, each signal is considered an object with assigned properties and methods. The methods assigned to the signals include the procedure to translate the signal from one to another abstraction level. During the translation, timing information is added and abstract test cases are translated into sequences. Information which is
VII. MANAGING AND TRACING REQUIREMENTS, MODELS AND TESTS

The core component of our approach is a requirements management system implementing an OSLC provider. It is used as central repository not only for the natural language requirements but also for any model involved in the workflow as well as the traceability links between those elements. In our instance of the toolchain we use a tool called SystemCockpit [Das] developed by Dassault Systèmes. It is an experimental platform initially developed within the ARTEMIS CESAR project and then continued in the ARTEMIS MBAT project. In the context of the MBAT project the concrete instance of OSLC RM is referred to as MBAT/IOS. This also includes extensions which enable services for navigation and creation of the traceability links using the modern web technologies HTML 5 and AJAX.

As depicted in Figure 1, the requirements tool is supposed to store and link the customer requirements, the semi formal requirements, the formal requirements, the test cases and the implementation model. SystemCockpit provides a way to build these IOS links via an internal web interface, as well as directly via the connected tools.

The navigation is done using tree and 2D graphs representations of the models, in which the user can easily follow traceability links. The user interface can also display a traceability graph between user selected models. Figure 9 shows an example of such a graph: this view shows a partially expanded model, customer requirements and formalized requirements, illustrating the traceability links between the currently exposed elements. Bold links are pseudo links used to indicate that actual links exist between some elements within the sub-trees of the source or destination. As the user expands these sub-trees, these actual links are displayed. This provides a convenient visual help to perform coverage analysis.

OSLC Integration.

OSLC is an open community that provides specifications for tool integration and communication. These standards allow easy data exchange as well as the option to replace tools with others that comply to the same OSLC sub-specification(s). In OSLC, data is linked via the HTTP protocol, and can be accessed and modified through creating, retrieving, updating and deleting (CRUD) commands.

The OSLC standard defines two types of tools: OSLC providers and OSLC consumers. Providers are meant to store and provide data, allowing the consumers easy access to browse, create and retrieve the data. One of the main advantages of SystemCockpit is its compliance to the OSLC
standard, by operating as an OSLC provider. While it supports
basic storage and access of work products via a file repository,
it stores these work products as OSLC resources and allows
the creating, retrieving, updating, deleting and linking of
data via OSLC. All OSLC resources are equipped with a
uniform resource identifier (URI). Upon creation of a formal
requirement in SystemCockpit via the tool MoMuT::REQs, it
is immediately linked to its associated customer requirements
by the satisfies-link, using the URIs of the requirements. A
second link, as displayed in Figure 9, is created between the
customer requirements and the implementation model parts.
MoMuT::REQs already uses this advanced communication
as an OSLC consumer, by directly importing customer re-
quirements, exporting the formalized requirements and linking
them, all via OSLC. It is part of the plans for the last year
of the ongoing MBAT project, to also fully integrate the other
tools into the OSLC workflow.

VIII. LESSONS LEARNED

Separation of concerns applies to requirements engineering.
Dividing the requirements document into separate sections,
covering different views / aspects of the system, improves
the quality and readability of the document, enhances the
compositional properties of the requirements, and ultimately
ensures scalability during the consistency checks and the test
case generation. By generating a unique requirements interface
for each view and individually applying the test and analysis
methods on them, we considerably increase the performance
of the algorithms. In particular, this allows the verification of
systems that could not be processed at all by our tools, if
modeled monolithic.

Specifying consistent requirements is hard. Even though
for the scenario described in this article we used a mature
version of a requirements document, which describes a system
that has already been implemented, there are still ambiguities
that can result in their inconsistent interpretation. In our
case study, the definitions involving the usage of the reset
signal are ambiguous. Requirements describing what should
be done on the occurrence of the reset signal often conflict
with requirements describing the normal behavior. For creating
formal contracts for a test model, it is necessary to explicitly
state in the assumption, that the reset signal must not occur in
order to operate in normal behavior mode.

We have learned that the consistency check provided by
MoMuT::REQs turned out to be a powerful tool in order to
detect inconsistencies in the requirements.

Textual modeling languages are perspicuous. The main
difference to our experiences in former projects, besides finally
having an integrated tool chain, was caused by the fact that
we switched from graphical specification models (UML state
charts and timed automata) to a textual representation. Initially,
we thought that we would gain a more formal and precise
model, at the cost of comprehensibility. Yet it turned out that
reading or writing one single requirement is a very straight
forward task. Already 30 minutes after we first suggested
a contract based requirements formalization during a project
meeting, our industrial partner started to formalize the require-
ments on his own.

Keeping the traceability link requires direct modeling. When
creating a formal test model from requirements, it is often
tempting to include other implicit knowledge of the system
that is not explicitly stated in a specific requirement or to
assign slightly different names to the variables in the formal
requirements. This diminishes the benefits from the trace-
ability, since the natural link between formal and informal
requirements is lost. Keeping this link as tight as possible
makes traceability a lot easier in both directions, from the
requirements down to the components and test cases, as well as
from the verification results backwards to the requirements. An
important aspect of the traceability and navigation capabilities
is their support in keeping the different artifacts consistent.

Requirement interfaces are easy to maintain. Requirement
interfaces were designed with compositional properties in
mind. In particular, requirement interfaces are naturally com-
posed by conjunction, following the structure of the stan-
dard requirement documents. We have learned from the case
study that this property of requirement interfaces enables
stepwise and compositional formalization of requirements. The
compositional properties also supports in case of a change
request: whenever a requirement is updated, only the asso-
associated contracts need to be revised. Then all test cases that were constructed from these contracts need to be generated and executed again, to see whether the implementation still conforms to the updated requirements.

**Tool integration reduces reiteration times.** The lack of integration between tools often causes considerable overheads in the design process. The integration of the tools used in the case study with SystemCockpit enabled instant access to all artifacts used in the workflow and enabled traceability between them. This resulted in an increase of efficiency, in particular it allowed to quickly track inconsistent requirements.

**IX. Related Work**

As pointed out by Graham [Gra02], tighter integration between requirements engineering and verification is a major challenge in industry and thus considerable effort has been invested in this direction in the recent past.

For instance, Post et al. [PSM+09] use formalized requirements for implementation level verification, by integrating `assert` statements in the source code, that are directly derived from the requirements. Contrary to our work, this is a white-box method, while we work on black-box testing.

Uusitalo et al. [UKKD08] define best practices for increasing the integration between testing and requirements engineering. While the proposed practices advocate establishing a connection between requirements and generated test cases, the requirements are not explicitly used for the test case generation. This is contrary to our approach, that directly generates tests from the formalized requirements.

Sabaliauskaite et al. [SLE+10] provide a study about possible issues in aligning requirements engineering with verification. They conclude their article by naming four major issues: The lack of suitable tools for managing requirements and test cases (pointing out the poor interfaces between different tools), the lack of updates to requirements once they are stored, missing traceability between artifacts, and insufficient communication within the companies. Our methodology covers the first three of these issues, by providing an integrated tool chain and OSLC connections between the requirements and the other artefacts. These connections grant traceability and encourage to updated connected requirements at change requests.

The ARTEMIS project CESAR [RW13] defined a Reference Technology Platform (RTP), a framework facilitating tighter integration between different tools and enhanced traceability. The outcomes of MBAT, and therefore the tool integration described within this paper, partially rely on the results of CESAR. A description of the overall MBAT analysis and test methodology has been provided by Nielsen [Nie14]. Other instances of the MBAT methodology were presented by Kacimi et al. [KEOS14] showing another automotive case study and Dierkes [Die14] discussing an aerospace case study.

Heitmeyer et al. [HHJ96] check consistency between requirements and designs. Contrary to our work, they define consistency between two types of models, that are consistent if they exhibit the same behavior, whereas we define consistency over formal requirements, that are consistent if they do not contain any contradictions.

Our work is also related to several results developed within the EU project SPEEDS. An overview of this project is given by Passerone et al. [PDBH+09]. One of the main focuses of SPEEDS was to improve interoperability of tools. Contrary to the IOS of MBAT that enables direct communication between all tools, SPEEDS introduced a central engineering bus that handles the communication among all tools and the model repository. The model-bus enforces a strict communication standard among all tools, while the direct communication between the tools enables a higher flexibility, but also poses the risk to lose interoperability. However, the MBAT IOS enforces a standard protocol, to reduce that risk.

Another development within SPEEDS was the concept of *heterogenous rich-components*, a concept that also uses contracts in order to specify behavior [BFMS08, BRR+10]. Yet they do not link requirements directly to contracts, but only to components while we preserve a more fine grained traceability, including links from requirements to contracts, from contracts to test cases and from requirements to components.

In the past, we also generated test cases from formalized requirements [ABJ+14, [AJK13, [ALN13] using graphical representations (UML state charts and timed automata) that only provided limited abilities to link them to the requirements.

**X. Conclusion and Future Work**

**Conclusion.** We presented a tool-supported methodology that effectively combines requirements engineering, analysis and test case generation and showed one successful application on an industrial case study. The main benefit of the presented workflow is the tight coupling of these three areas, that provides the ability to trace both test and analysis results back to the original requirements and to identify the area of impact from changing requirements. These capabilities significantly contribute to the “first-time-right” requirement from industry by improving requirements and thus the concept in an early phase. Time can be saved by early identification of bugs in the implementation model and ultimately V&V costs are reduced. Additionally, our workflow enables the easy exchange of work products between different tools, both research and commercial tools, and due to its generic structure and the compliance to OSLC it allows to change the concrete tools without much additional effort.

Another advantage of the OSLC integration is that file exchange is enabled from within the tools, reducing the time overhead arising from indirect file sharing.

**Contribution.** The main contribution of this work is the realization of a development process including requirements engineering, formal specification and analysis, as well as testing. The methodology supports fine grained traceability down to the level of a single natural language requirement, enabled via the OSLC technique. In contrast to developing a new monolithic tool, we integrated a number of existing tools via web services.
The main novelty is the detailed linking of all artifacts facilitating the navigation between informal requirements, contracts, test cases, and associated elements in a simulation model across multiple tools throughout all steps of our process. It should be emphasized that this is not an isolated case study. It is part of an ongoing standardization process in the MBAT project, investigating how software engineering tools should be combined into an industrial reference technology platform.

**Future work.** It is a crucial part of the plans for our last project year, to continue the conversion of the remaining tools towards a full compliance of the OSLC standard. In addition, we will extend the framework to support requirements with real-time constraints, since many safety critical applications have hard timing requirements.
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