Planar L-Shaped Point Set Embeddings of Trees

Oswin Aichholzer† Thomas Hackl† Manfred Scheucher†

Abstract

In this paper we consider planar L-shaped embeddings of trees in point sets, that is, planar drawings where the vertices are mapped to a subset of the given points and where every edge consists of two axis-aligned line segments. We investigate the minimum number $m$, such that any $n$ vertex tree with maximum degree 4 admits a planar L-shaped embedding in any point set of size $m$.

First we give an upper bound $O(n^{c})$ with $c = \log_{2}3 \approx 1.585$ for the general case, and thus answer the question by Di Giacomo et al. [4] whether a sub-quadratic upper bound exists.

Then we introduce the saturation function for trees and show that trees with low saturation can be embedded even more efficiently. In particular, we improve the upper bound for caterpillars and extend the class of trees that require only a linear number of points. In addition, we present some probabilistic results for either randomly chosen trees or randomly chosen point sets.

1 Introduction

A point set embedding of a given graph $G$ in a given point set $P$ is a drawing where all vertices are drawn as points of $P$. In general, the decision problem whether a graph admits a planar straight line point set embedding in a given point set is NP-complete [3], while for trees and outerplanar graphs there are efficient embedding algorithms; see for example [2]. Kaufmann and Wiese [7] have investigated a relaxation of this problem, namely point set embeddings where edges can be drawn as polylines. They proved that the decision problem remains NP-complete if at most one bend per edge is allowed, and that any planar graph admits a planar point set embedding with at most 2 bends per edge. Katz et al. [6] introduced orthogeodesic point set embeddings, i.e., drawings where edges have minimal $L^1$-length and are drawn as unions of axis parallel line segments. They proved that deciding whether a graph admits a planar ortho-geodesic point set embedding is NP-complete. Di Giacomo et al. [4] introduced L-shaped point set embeddings, i.e., orthogeodesic point set embeddings where every edge has at most one bend, and investigated orthogeodesic and L-shaped point set embeddings of trees; in particular caterpillars, i.e., trees where the removal of all leaves results in a path.

As in [4, 6], throughout this paper we assume that every two points in any set of $m$ points have distinct $x$- and distinct $y$-coordinates. Moreover, we will only consider planar L-shaped embeddings, and thus we can further assume that for every set $P$ of $m$ points, the $x$- and $y$-coordinates of every point in $P$ are in $\{1, \ldots, m\}$, i.e., that $P = \{(i, \pi(i))\}_{i=1}^{m}$ holds for a permutation $\pi : \{1, \ldots, m\} \rightarrow \{1, \ldots, m\}$.

For a tree $T$, let $f(T)$ be the minimum number $m$ such that $T$ admits a planar L-shaped embedding in any point set of size $m$, and let further $f_d(n) := \max f(T)$ where the maximum is over all trees $T$ on $n$ vertices with maximum degree at most $d$. Point sets admitting an embedding (of a certain type) of every $n$ vertex graph (of a certain class) are referred to as universal point sets, see for example [4]. Obviously, only trees with maximum degree at most 4 admit planar L-shaped embeddings, and moreover, any $n$ vertex path admits a trivial embedding in every set of $n$ points. Therefore, only trees with maximum degree 3 or 4 are of interest. The previously best known upper bound on $f_d(n)$ is quadratic [4]. The best lower bound so far is $f_d(n) \geq n$ for $d = 3, 4$.

In Section 2, we prove $f_4(n) = O(n^{\log_2 3})$, using a recursive embedding algorithm, and hence answer the question stated by Di Giacomo et al. [4] whether a subquadratic upper bound on $f_4(n)$ exists.

In Section 3, we introduce the saturation function $\sigma$ for trees and prove that $f(T) \leq 2^{\sigma(T)}n$ holds for any $n$ vertex tree $T$. For trees with saturation bounded by a constant this clearly gives a linear upper bound, which enlarges the set of graphs that can be embedded in point sets of linear size. In particular, for caterpillars we improve the upper bound $f(T) \leq 3n - 2$ provided in [4] to $2n$, which can be further improved to $(4/3 + \varepsilon)n + O(1)$ for $\varepsilon > 0$. We further show that $f(T) = O(n^{1.5+\varepsilon})$ holds with probability at least $2e^{-\frac{2\varepsilon}{1+2\varepsilon}}$ if the tree $T$ is chosen uniformly at random among all rooted $n$ vertex trees with maximum degree at most 4.

In Section 4, we show that a given $n$-vertex com-
complete binary tree $T$ can be embedded in a point set $P$ with probability at least $1/2$, if $P$ was chosen uniformly at random among all point sets of size $O(n \log^2 n)$. A generalization to arbitrary trees, including an improved bound on the size of the point sets, can be found in [8]. Even though the question by Di Giacomo et al. [4], whether a linear upper bound on $f_3(n)$ exists, remains open, these results give more insight into the problem.

2 A Subquadratic Bound for the General Case

For this section, we define the integer sequence $(u_n)_{n \in \mathbb{N}_0}$ recursively by

$$u_0 := 0, \quad u_{n+1} := \max_{a+b+c=n} \left( 1 + u_a + 2u_b + 2u_c \right),$$

where $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$ denotes the set of non-negative integers. We use a recursive approach to find a planar L-shaped embedding of a given tree $T$ with $n$ vertices and maximum degree at most 4 in a given point set $P$ of size $u_n$. In the recursive step subtrees of sizes $a, b,$ and $c$ will be embedded in sub point sets of sizes $u_a, u_b,$ and $u_c,$ respectively. As $u_n \leq n^{\log_3 3}$ holds for every $n$, this will give a proof for $f_4(n) \leq n^{\log_3 3}$.

**Lemma 1** $u_n \leq n^{\log_3 3}$ holds for any $n \in \mathbb{N}_0$.

**Proof.** Let $g(x) = x^{\log_3 3}$ on $[0, \infty)$. We give a proof by induction that $u_n \leq g(n)$ holds for $n \in \mathbb{N}_0$.

For the induction base, $u_0 = 0$ and $u_1 = 1$ clearly fulfill the inequality. For the induction step, let $n \geq 1$. We assume that $u_k \leq g(k)$ holds for any $k \leq n$, and prove that $u_{n+1} \leq g(n+1)$ holds. Let

$$S = \{(x, y, z) \in \mathbb{R}^3 : x \geq y \geq z \geq 0, \quad x + y + z = n\}.$$

By definition, $u_{n+1} = 1 + u_a + 2u_b + 2u_c$ holds for some integers $a \geq b \geq c \geq 0$ with $a + b + c = n$. By the induction assumption, we can write

$$u_{n+1} \leq 1 + g(a) + 2g(b) + 2g(c),$$

and since $(a, b, c) \in S$,

$$u_{n+1} \leq \max_{(x, y, z) \in S} \left( 1 + g(x) + 2g(y) + 2g(z) \right).$$

As $g$ is a convex function on $[0, \infty)$, $h$ is a convex function on $S$. Moreover, $S$ is a convex set since $S$ is spanned by $s_1 = (n, 0, 0)$, $s_2 = (\frac{n}{2}, \frac{n}{2}, 0)$, and $s_3 = (\frac{n}{2}, \frac{n}{2}, \frac{n}{2})$; a proof can be found in [8, Lemma 10].

According to the Maximum Principle, $h$ attains its maximum over $S$ in $s_1, s_2,$ or $s_3$. We now show that $h(s_i) \leq g(n+1)$ holds for $i = 1, 2, 3$.

$s_1$: Due to the Mean Value Theorem it holds that $g(n+1) - g(n) = g'(\xi)$ for some $\xi \in (n, n+1)$. Since $\log_3 3 > 1$ and $1 \leq \xi$, we have $g'(\xi) = (\log_3 3)^{\log_3 3 - 1} \geq 1$, and thus

$$h(s_1) = 1 + g(n) \leq g(n+1).$$

$s_2$: $h(s_2) = 1 + 3(n/2)^{\log_3 3} = 1 + n^{\log_3 3} - 1 = g(n) \leq g(n+1).$

$s_3$: $h(s_3) = 1 + 5(n/3)^{\log_3 3} \leq 1 + g(n) \leq g(n+1)$ holds, since $5/3^{\log_3 3} < 1$.

As a consequence, we have $u_{n+1} \leq g(n+1)$. □

From the definition of $u_n$, we derive the following algorithm:

1. Let $T$ be an $n$ vertex tree with maximum degree at most 4, rooted at some degree-$1$-vertex $r$, and let $P$ be a set of $u_n$ points.

2. We place $r$ at the bottommost point $q$ of $P$.

3. Let $v$ be the child of $r$, and let $T_A, T_B, T_C$ be the subtrees of $v$ of sizes $a, b,$ and $c$ respectively, with $a \geq b \geq c \geq 0$ and $a + b + c + 1 = n - 1$.

4. Recall that $u_n \geq u_{n-1} + 1$ holds by definition of $u_n$. We partition $P = A \cup (B_1 \cup C \cup B_2) \cup \{q\}$ such that $A$ contains the topmost $u_a$ points, $q$ is the bottommost point, $|B_1| = |B_2| = u_b$, $|C| = 2u_c + 1, B_1$ is on the left of $C$, and $C$ is on the left of $B_2$. Figure 1 gives an illustration.

5. At least $u_c + 1$ points in $C$ have $x$-coordinates less (greater) than $q$. We denote this set as $C'$. We embed $v$ as the topmost vertex $q'$ in $C'$. As long as not all subtrees are empty, we continue recursively by embedding $T_A$ in $A$, $T_B$ in $B_1$ (resp., $B_2$), and $T_C$ in $C\setminus\{q'\}$. The subtrees are embedded with respect to an according rotation as illustrated in Figure 1.

Together with Lemma 1 we get the following:

**Theorem 2** $f_4(n) \leq n^{\log_3 3}$.
For further improvements on the multiplicative factor of the $n^{1+\log_2 3}$ term we refer to [8, Chapter 3], where $f_2(n) \leq 0.5n^{1+\log_2 3} + O(n)$ and $f_4(n) \leq cn^{\log_2 3} + O(n)$ with $c \approx 0.508$ have been shown.

3 Bounds for Special Cases

In this section, we introduce the saturation function $\sigma$ for trees and show how to handle trees with low saturation in a more efficient way.

**Definition 1 (Saturation)** Let $T = (V, E)$ be a tree. For the rooted version $T^r$ of $T$ with root $r \in V$, we define $\sigma_r : V \to \mathbb{N}_0$ recursively, such that

$$\sigma_r(v) = \max\{0, \sigma_r(u_1), \sigma_r(u_2) + 1, \ldots, \sigma_r(u_k) + 1\}$$

holds for every vertex $v$ with children $u_1, \ldots, u_k$ ($k \geq 0$) and $\sigma_r(u_1) \geq \cdots \geq \sigma_r(u_k)$. We define the rooted saturation $\sigma(T^r) := \sigma_r(r) = \max_{v \in V} \sigma_r(v)$. For the unrooted tree $T$, we define the saturation $\sigma(T) := \min_{v \in V} \sigma(T^r)$.

**Theorem 3** $f(T) \leq 2^{\sigma(T)}n$ holds for every tree $T$ with $n$ vertices and maximum degree at most 4.

**Proof.** We slightly modify the algorithm proposed in Section 2. For the recursion, we embed a subtree with maximum saturation in the top area instead of the largest subtree. By definition of $\sigma(T)$, $2^{\sigma(T)}$ copies of every point are sufficient for the algorithm to succeed, and thus, the statement follows. □

We remark that it is straightforward to show that $\sigma(T) \leq \log_2 (n+1) - 1$ holds for every $n$ vertex tree $T$ (see [8, Chapter 3.3.2]), which directly gives an alternative proof for $f_2(n) = O(n^2)$.

Di Giacomo et al. [4] have already proven that, for caterpillars with maximum degree at most 4, any point set of size $3n - 2$ is sufficient to find a planar L-shaped embedding. Since caterpillars have saturation at most 1, $2n$ is an upper bound. Moreover, this upper bound can be improved to $(4/3 + \varepsilon)n + O(1)$ for any fixed $\varepsilon > 0$; we refer to [8, Chapter 5.2].

3.1 Probabilistic Analysis

In this subsection, we make use of the register function $\rho$ (see e.g. Auber et al. [1]) to handle the saturation function $\sigma$: $\rho(T)$ is defined analogously to the saturation $\sigma(T)$, where the expression $\max(0, \sigma_r(u_1), \sigma_r(u_2) + 1, \sigma_r(u_3) + 1, \ldots, \sigma_r(u_k) + 1)$ is changed to $\max(0, \sigma_r(u_1), \sigma_r(u_2) + 1, \sigma_r(u_3) + 2, \ldots, \sigma_r(u_k) + k - 1)$. By definition, the register function gives an upper bound on the saturation function.

For $n \in \mathbb{N}$ let $T_n$ denote the set of rooted trees with $n$ vertices and maximum degree at most 4. If we suppose that every rooted tree in $T_n$ is equally likely, then $T_n$ can be interpreted as a random variable.

Drmota and Prodinger [5] have shown that the expected value of the random variable $\rho(T_n)$ fulfills $E(\rho(T_n)) = \log_4 n + O(1)$. It is straightforward to deduce that a constant $c \in \mathbb{R}$ exists such that $E(\sigma(T_n)) \leq \log_4 n + c$ holds for every $n$.

**Theorem 4** Let $\varepsilon > 0$. Then the probability $\mathbb{P}[f(T_n) = O(n^{1.5 + \varepsilon})]$ is at least $p = \frac{2\varepsilon}{1+2\varepsilon} > 0$.

**Proof.** Let $s_n = E(\sigma(T_n))$. According to Markov’s inequality we have $\mathbb{P}[\sigma(T_n) \geq s_n(1 + 2\varepsilon)] \leq \frac{1}{1+2\varepsilon}$, or equivalently, $\mathbb{P}[\sigma(T_n) \leq s_n(1 + 2\varepsilon)] \geq p$.

Since $s_n \leq \log_4 n + c_1$ holds for a constant $c_1$, $\sigma(T_n) \leq 2^{s_n(1 + 2\varepsilon)} \leq 2^{\log_4 n + c_1}(1 + 2\varepsilon) = c_2 n^{0.5 + \varepsilon}$ holds with probability at least $p$, where $c_2 = 2^{-c_1(1 + 2\varepsilon)}$. The statement follows from Theorem 3. □

4 Probabilistic Approach for Trees

For a tree $T$ let $f^{1/2}(T)$ be the minimum number $m$ such that $T$ admits a planar L-shaped embedding in at least half of all point sets of size $m$. Furthermore, let $f^{1/2}_d(n)$ be the maximum of $f^{1/2}(T)$ where the maximum is over all trees $T$ on $n$ vertices with maximum degree at most $d$.

4.1 Complete $k$-Ary Trees

We prove that $f^{1/2}(T) \leq 2(n+1) \log_2 (n+1)$ holds if $T$ is a complete binary tree on $n$ vertices. To do so, we consider the following algorithm:

1. Let $T$ be a complete binary tree on $n$ vertices, rooted at $r$, and let $P$ be a set of $2(n+1) \log_2 (n+1)$ points.

2. Since $T$ is complete, $n := n + 2h$ holds with $h := \log_2 n \in \mathbb{N}$. We define $\alpha := 2h$ and write $|P| = \alpha n \log_2 n$.

3. We partition $P = (A \cup B_1 \cup B_2) \cup C$ such that $|A| = |C| = \alpha \frac{n}{2}$, $|B_1| = |B_2| = \alpha \frac{(2^h-1)}{2} \log_2 \frac{2^h}{n^h}$, (A \cup B_1 \cup B_2) is above $C$, $A$ is to the left of $B_1$, and $B_1$ is to the left of $B_2$. Furthermore, let $B = B_1 \cup B_2$. Figure 2 gives an illustration.

4. If there exists a candidate point $q$, i.e., a point in $C$ which is to the left of $B$, we place $r$ in $q$ and continue recursively by embedding the two subtrees in $B_1$ and $B_2$, respectively. Otherwise, no solution is found and the algorithm stops.

If there exists a candidate point in every recursion (step 4), then the algorithm clearly admits a planar L-shaped embedding; one only needs to draw the edges as depicted in Figure 2 after all points have been placed.
It remains to show that all desired candidate points exist with probability at least 1/2.

The probability that a candidate point exists is exactly
\[
p := 1 - \prod_{i=1}^{\lfloor \frac{n}{2} \rfloor} \left(1 - \frac{|A|+i}{\lfloor \frac{n}{2} \rfloor+1}\right),
\]
because assuming that neither of the points \(c_1, \ldots, c_{\lfloor \frac{n}{2} \rfloor}\) is placed on the left of \(B\), there are \(|A|+|B|+i\) positions in which \(c_i\) can be placed, and \(|A|+1\) of which are to the left of \(B\). Since \(i \leq \lfloor \frac{n}{2} \rfloor\) and by the partition of \(P\), we have
\[
p \geq 1 - \left(1 - \frac{|A|}{|P|}\right)^{|C|} = 1 - \left(1 - \frac{1}{2 \log_2 \tilde{n}}\right)^{\frac{n}{2} - \left\lfloor \frac{n}{2} \right\rfloor},
\]
which we can also write as
\[
\tilde{p} = 1 - \left(1 - \frac{1}{2 \log_2 \tilde{n}}\right)^{2 \log_2 \tilde{n}} = 1 - \left(1 - \frac{\tilde{n}}{2 \log_2 \tilde{n}}\right)^{\frac{n}{2} - \left\lfloor \frac{n}{2} \right\rfloor}.
\]
Recall that the function \(g(x) = (1 - \frac{1}{x})^x\) on \([2, \infty)\) fulfills \(\frac{1}{2} \leq g(x) \leq \frac{1}{2}\) with \(e\) being Euler’s number, and that the function \(h(x) = \frac{x}{\ln x}\) on \((1, \infty)\) has its minimum at \(x = e\) with \(h(e) = e\). As a consequence \(\frac{\tilde{n}}{2 \log_2 \tilde{n}} \geq \frac{\ln 2}{2} \geq \frac{\ln 2}{2} \geq \frac{1}{2}\) holds, and thus we can bound \(p \geq \tilde{p} \geq 1 - (1/e)^{(\ln 2)/2} = 1 - (1/2)^{1/2}\).

Obviously, this lower bound on \(p\) does not depend on the recursion level but only on \(\alpha\), which was chosen depending only on the initial number of points.

Since \(T\) is a complete binary tree on \(n = \tilde{n} - 1\) vertices, \(T\) has \(\frac{n}{2} - 1\) inner vertices. Furthermore, since \((1/2)^{\alpha/2} = 1/\tilde{n}\) holds by definition of \(\alpha\), the probability for the algorithm to succeed is at least \((1 - 1/\tilde{n})^{\lfloor \frac{n}{2} \rfloor - 1} \geq (1 - 1/\tilde{n})^{\alpha/2} \geq (1/4)^{1/2} = 1/2\).

This gives a proof of the following:

**Theorem 5** \(f_1^{1/2}(T) \leq 2(n+1)\log_2(n+1)\) holds if \(T\) is a complete binary tree on \(n\) vertices.

In [8, Chapter 4.1], this upper bound is improved to \(O(n \log n (\log \log n)^2)\), and in [8, Chapter 4.2] \(O(n \log n (\log \log n)^2)\) is shown to be an upper bound for complete ternary trees as well.

### 4.2 The General Case

Unfortunately, the algorithm stated in Section 4.1 can not be applied for arbitrary trees since subtrees might differ heavily in size. In [8, Chapter 4.3] a slightly modified algorithm is proposed, which makes use of a tree’s Jordan center to handle this problem. Using that algorithm, they show \(f_3^{1/2}(n) = O(n \log n (\log \log n)^2)\).

Even though the question by Di Giacomo et al. [4], whether a linear upper bound on \(f_3(n)\) exists, remains open, we gain some more insight by this result: as any tree \(T\) admits an embedding in \(P\) with probability at least 1/2 if \(P\) was chosen uniformly at random among all point sets of size \(m = O(n \log n (\log \log n)^2)\), \(T\) admits an embedding in \(Q\) with probability at least 1 – \((1/2)^k\) if \(Q\) was chosen uniformly at random among all point sets of size \(mk\). Thus, we can get arbitrary close to probability 1. In particular, to get probability at least 1 – \(\varepsilon\) we can choose \(k = \lfloor \log_2(1/\varepsilon) \rfloor\).

Trees with maximum degree 4 are a bit tougher to handle; while \(f_3^{1/2}(T)\) has a quasilinear upper bound when \(T\) is a complete ternary tree, the best bound so far for the general case is \(f_4^{1/2}(n) = O(n^{c+\varepsilon})\) with \(c \approx 1.332\); we refer to [8, Chapter 4.3.3]. The question remains open whether a quasilinear upper bound on \(f_4^{1/2}(n)\) exists.
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